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side of a right triangle if you know the length of the other two sides. 

If you use any other formula you will be wrong. 

Here is a test to see if you are a good intuitive Pythagorean thinker. 

Consider two pieces of railroad track, each one mile long, laid end to 

end (see figure 1). The tracks are nailed down at their end points but 

simply meet in the middle. Now, suppose it gets hot and the railroad 

tracks expand, each by one inch. Since they are attached to the ground 

at the end points, the tracks can only expand by rising like a draw-

bridge. Furthermore, these pieces of track are so sturdy that they retain 

their straight, linear shape as they go up. (This is to make the prob-

lem easier, so stop complaining about unrealistic assumptions.) Here 

is your problem:

Consider just one side of the track. We have a right triangle with 

a base of one mile, a hypotenuse of one mile plus one inch. What 

is the altitude? In other words, by how much does the track rise 

above the ground?

Guess the height of x

x

1 mile1 mile

1 mile and 1 inch 1 mile and 1 inch

Hint: not drawn to scale

FIGURE 1

If you remember your high school geometry, have a calculator with 

a square root function handy, and know that there are 5,280 feet in a 

mile and 12 inches in a foot, you can solve this problem. But suppose 

instead you have to use your intuition. What is your guess? 

Most people figure that since the tracks expanded by an inch they 

should go up by roughly the same amount, or maybe as much as two 

or three inches. 

The actual answer is 29.6 feet! How did you do? 

Now suppose we want to develop a theory of how people answer 

this question. If we are rational choice theorists, we assume that peo-

ple will give the right answer, so we will use the Pythagorean theo-

rem as both our normative and descriptive model and predict that 
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family.) Essentially, Bernoulli invented the idea of risk aversion. He 

did so by positing that people’s happiness—or utility, as economists 

like to call it—increases as they get wealthier, but at a decreasing rate. 

This principle is called diminishing sensitivity. As wealth grows, the 

impact of a given increment of wealth, say $10,000, falls. To a peas-

ant, a $10,000 windfall would be life-changing. To Bill Gates, it would 

go undetected. A graph of what this looks like appears in figure 2.

Increasing
wealth

Increasing
utility

. . . but for a 
rich person, 
the same 
change is no 
big deal.

A $100,000 change 
in wealth might be 
life-changing for 
someone with little 
money . . .

Diminishing marginal
utility of wealth

FIGURE 2

A utility function of this shape implies risk aversion because the 

utility of the first thousand dollars is greater than the utility of the 

second thousand dollars, and so forth. This implies that if your wealth 

is $100,000 and I offer you a choice between an additional $1,000 

aversion. A simpler solution is to note that there is only a finite amount of wealth 

in the world, so you should be worried about whether the other side can pay up if 

you win. Just forty heads in a row puts your prize money at over one trillion dollars. 

If you think that would break the bank, the bet is worth no more than $40. 
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were a few other precedents, but they too had never taken hold. For 

example, the prominent (and for the most part, quite traditional) 

Princeton economist William Baumol had proposed an alternative 

to the traditional (normative) theory of the firm (which assumes 

profit maximization). He postulated that firms maximize their size, 

measured for instance by sales revenue, subject to a constraint that 

profits have to meet some minimum level. I think sales maximiza-

tion may be a good descriptive model of many firms. In fact, it might 

be smart for a CEO to follow this strategy, since CEO pay oddly seems 

to depend as much on a firm’s size as it does on its profits, but if so 

that would also constitute a violation of the theory that firms maxi-

mize value. 

The first thing I took from my early glimpse of prospect theory was 

a mission statement: Build descriptive economic models that accurately 

portray human behavior.

A stunning graph

The other major takeaway for me was a figure depicting the “value 

function.” This too was a major conceptual change in economic think-

ing, and the real engine of the new theory. Ever since Bernoulli, eco-

nomic models were based on a simple assumption that people have 

“diminishing marginal utility of wealth,” as illustrated in figure 2. 

This model of the utility of wealth gets the basic psychology of 

wealth right. But to create a better descriptive model, Kahneman and 

Tversky recognized that we had to change our focus from levels of 

wealth to changes in wealth. This may sound like a subtle tweak, but 

switching the focus to changes as opposed to levels is a radical move. 

A picture of their value function is shown further below, in figure 3. 

Kahneman and Tversky focus on changes because changes are the 

way Humans experience life. Suppose you are in an office building 

with a well-functioning air circulation system that keeps the envi-

ronment at what we typically think of as room temperature. Now you 

leave your office to attend a meeting in a conference room. As you 

enter the room, how will you react to the temperature? If it is the 

same as that of your office and the corridor, you won’t give it a second 

thought. You will only notice if the room is unusually hot or cold rela-

The Value Function

FIGURE 3 More
utility

Less
utility

Losses Gains

$100
gain

$100
loss

People like
gains . . .

. . . but they 
hate losses 
more.

tive to the rest of the building. When we have adapted to our environ-

ment, we tend to ignore it.

The same is true in financial matters. Consider Jane, who makes 

$80,000 per year. She gets a $5,000 year-end bonus that she had 

not expected. How does Jane process this event? Does she calculate 

the change in her lifetime wealth, which is barely noticeable? No, 

she is more likely to think, “Wow, an extra $5,000!” People think 

about life in terms of changes, not levels. They can be changes from 

the status quo or changes from what was expected, but whatever 

form they take, it is changes that make us happy or miserable. That 

was a big idea. 

The figure in the paper so captured my imagination that I drew a 

version of it on the blackboard right next to the List. Have another 

look at it now. There is an enormous amount of wisdom about human 

nature captured in that S-shaped curve. The upper portion, for gains, 

has the same shape as the usual utility of wealth function, capturing 
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ment and decision-making research. So, what does the caller’s ques-

tion have to do with the Weber-Fechner Law, and how did this insight 

help Tom solve the problem?

The answer is that the two bulbs did not in fact burn out at the 

same time. It is easy to drive around with one bulb burned out and not 

notice, especially if you live in a well-lit city. Going from two bulbs to 

one is not always a noticeable difference. But going from one to zero 

is definitely noticeable. This phenomenon also explains the behavior 

in one of the examples on the List: being more willing to drive ten 

minutes to save $10 on a $45 clock radio than on a $495 television set. 

For the latter purchase, the savings would not be a JND.

The fact that people have diminishing sensitivity to both gains and 

losses has another implication. People will be risk-averse for gains, 

but risk-seeking for losses, as illustrated by the experiment reported 

below which was administered to two different groups of subjects. 

(Notice that the initial sentence in the two questions differs in a way 

that makes the two problems identical if subjects are making deci-

sions based on levels of wealth, as was traditionally assumed.) The 

percentage of subjects choosing each option is shown in brackets.

Problem 1. Assume yourself richer by $300 than you are today. You 

are offered a choice between

A.	 A sure gain of $100, or 	 [72%]

B. 	 A 50% chance to gain $200 and 

	 a 50% chance to lose $0.	 [28%]

Problem 2. Assume yourself richer by $500 than you are today. You 

are offered a choice between

A.	 A sure loss of $100, or	 [36%]

B.	 A 50% chance to lose $200 and 

	 a 50% chance to lose $0.	 [64%]

The reason why people are risk-seeking for losses is the same logic 

that applies to why they are risk-averse for gains. In the case of prob-

lem 2, the pain of losing the second hundred dollars is less than the 

pain of losing the first hundred, so subjects are ready to take the risk 

of losing more in order to have the chance of getting back to no loss 
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him that depended—some were free and some cost $35. So he asked me 

which kind of coupon I had used. “What difference does that make?” I 

asked. “I am now out of coupons and will have to buy more, so it makes 

no difference which kind of coupon I gave you.” “Nonsense!” he said. 

“If the coupon was free then I am paying you nothing, but if it cost you 

$35 then I insist on paying you that money.” We continued the discus-

sion on the flight home and it led to an interesting paper.

Our question was: how long does the memory of a past purchase 

linger? Our paper was motivated by our upgrade coupon incident 

and by the List denizen Professor Rosett, who would drink old 

bottles of wine that he already owned but would neither buy more 

bottles nor sell some of the ones he owned. We ran a study using 

the subscribers to an annual newsletter on wine auction pricing 

called, naturally enough, Liquid Assets. The publication was written 

by Princeton economist Orley Ashenfelter,* a wine aficionado, and 

its subscribers were avid wine drinkers and buyers. As such, they 

were all well aware that there was (and still is) an active auction 

market for old bottles of wine. Orley agreed to include a survey from 

us with one of his newsletters. In return, we promised to share the 

results with his subscribers.

We asked:

Suppose you bought a case of good Bordeaux in the futures mar-

ket for $20 a bottle. The wine now sells at auction for about $75. 

You have decided to drink a bottle. Which of the following best 

captures your feeling of the cost to you of drinking the bottle? 

(The percentage of people choosing each option is shown in brackets.)

(a)	 $0. I already paid for it.	 [30%]

(b)	$20, what I paid for it.	 [18%]

(c)	 $20 plus interest.	 [7%]

(d)	$75, what I could get if I sold the bottle.	 [20%]

*	 From early on Orley has been a supporter of me and my misbehaving fellow 

travelers, including during his tenure as the editor of the American Economic Review. 

Nevertheless, to this day, Orley insists on calling what I do “wackonomics,” a term 

he finds hysterically funny. 
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Problem 1. You have just won $30. Now choose between:

(a)	 A 50% chance to gain $9 and a 50% chance to lose $9. 	 [70%]

(b)	No further gain or loss. 	 [30%]

Problem 2. You have just lost $30. Now choose between:

(a) 	A 50% chance to gain $9 and a 50% chance to lose $9. 	 [40%]

(b) 	No further gain or loss. 	 [60%]

Problem 3. You have just lost $30. Now choose between:

(a) 	�A 33% chance to gain $30 and a 67% chance to  

gain nothing. 	 [60%]

(b) 	A sure $10. 	 [40%]

Problem 1 illustrates the “house money effect.” Although subjects 

tend to be risk averse for gains, meaning that most of them would 

normally turn down a coin flip gamble to win or lose $9. When if we 

told them they had just won $30, they were eager to take that gamble. 

Problems 2 and 3 illustrate the complex preferences in play when peo-

ple consider themselves behind in some mental account. Instead of 

the simple prediction from prospect theory that people will be risk-

seeking for losses, in problem 2 a loss of $30 does not generate risk-

taking preferences when there is no chance to break even.* But when given 

that chance, in problem 3, a majority of the subjects opt to gamble.

Once you recognize the break-even effect and the house money 

effect, it is easy to spot them in everyday life. It occurs whenever there 

are two salient reference points, for instance where you started and 

where you are right now. The house money effect—along with a ten-

dency to extrapolate recent returns into the future—facilitates finan-

cial bubbles. During the 1990s, individual investors were steadily 

increasing the proportion of their retirement fund contributions to 

stocks over bonds, meaning that the portion of their new investments 

that was allocated to stocks was rising. Part of the reasoning seemed 

to be that they had made so much money in recent years that even if 

*	 This means that the prediction from prospect theory that people will be risk-

seeking in the domain of losses may not hold if the risk-taking opportunity does 

not offer a chance to break even.
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their current plans will be followed. For example, he mentions pur-

chasing whole life insurance as a compulsory savings measure. But 

with this caveat duly noted, he moved on and the rest of the pro-

fession followed suit. His discounted utility model with exponential 

discounting became the workhorse model of intertemporal choice. 

It may not be fair to pick this particular paper as the tipping point. 

For some time, economists had been moving away from the sort of folk 

psychology that had been common earlier, led by the Italian economist 

Vilfredo Pareto, who was an early participant in adding mathematical 

rigor to economics. But once Samuelson wrote down this model and 

it became widely adopted, most economists developed a malady that 

Kahneman calls theory-induced blindness. In their enthusiasm about 

incorporating their newfound mathematic rigor, they forgot all about 

the highly behavioral writings on intertemporal choice that had come 

before, even those of Irving Fisher that had appeared a mere seven 

years earlier. They also forgot about Samuelson’s warnings that his 

model might not be descriptively accurate. Exponential discounting 
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make the doer eat fewer energy bars is to make eating them less 

enjoyable. Another way to think about this is that employing will-

power requires effort.

No guilt

Some guilt

Lots of guilt

Happiness from
eating energy bars

FIGURE 6

After 1 bar 2 bars 3 bars 4 bars 5 bars 6 bars

This analysis suggests that if one can implement perfect rules, 

life will be better. The strategy of using programmable safes, each 

containing one energy bar, achieves much more satisfaction than 

the guilt-induced diet. Strotz accomplished this goal by asking his 

employer to pay him in twelve monthly increments, from September 

through August, rather than in nine, from September to May. The 

latter plan would yield more interest since the money comes in more 

quickly, but he has to save up enough over the course of the academic 

year to ensure he has money to live on during the summer, not to 

mention to go on a family vacation. 

Why not always use rules? One reason is that externally enforced 

rules may not be easily available. Even if you arrange to get a healthy 

dinner delivered to your home each night, ready to eat, there will be 

nothing stopping you from also ordering a pizza. Also, even if such 

rules are available, they are inflexible by design. If Professor Strotz 

opts for the September-to-May pay schedule, the money comes in ear-

lier, so he might be able to take advantage of an opportunity to buy 

something on sale during the winter—say, a new lawnmower—that 
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A: Students arranged in order of how much they value a token.

Values tokens most Values tokens least

FIGURE 7A

$0.25$0.75$1.25$1.75$2.25$2.75$3.25$3.75$4.25$4.75$5.25$5.75

B: Then we randomly distribute six tokens among the students.

FIGURE 7B
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Value tokens most Value tokens least

FIGURE 7C

Then we open the market for trading.
Here, it takes three trades to reach equilibrium.

C:

Since both the values and the tokens are being handed out at ran-

dom, the particular outcome will differ each time, but on average the 

six people with the highest valuations will have been allocated half of 

the tokens, and as in this example, they will have to buy three tokens 

to make the market clear. In other words, the predicted volume of 

trading is half the number of tokens distributed. 

Now suppose we repeat the experiment, but this time we do it with 

some good such as a chocolate bar. Again we could rank the subjects 

from high to low based on how much they like the chocolate bar, but 

in this case we are not telling the subjects how much they like the 
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I quoted Thomas Kuhn in the opening passage of the first install-

ment of the series, which appeared in the first issue of the journal, 

published in 1987.

“Discovery commences with the awareness of anomaly, i.e., with 

the recognition that nature has somehow violated the paradigm-

induced expectations that govern normal science.”

—Thomas Kuhn

WHY A FEATURE ON ANOMALIES?

Consider the following problem. You are presented with four cards 

lying on the table before you. The cards appear as shown:

A B 2 3

FIGURE 8

Your task is to turn over as few cards as possible to verify whether the 

following statement is true: “Every card with a vowel on one side has an 

even number on the other side.” You must decide in advance which cards 

you will examine. Try it yourself before reading further.

When I give this problem to my class, the typical ranking of the cards 

in terms of most to least often turned over is A, 2, 3, B. It is not surprising 

that nearly everyone correctly decides to turn over the A. Obviously, if 

that card does not have an even number on the other side the statement 

is false. However, the second most popular choice (the 2) is futile. While 

the existence of a vowel on the other side will yield an observation con-

sistent with the hypothesis, turning the card over will neither prove the 

statement correct nor refute it.

Rather, to refute the statement, one must choose to turn over the 3, 

a far less common choice. As for the least popular choice, the B, that one 

must be flipped over as well, since a vowel might be lurking on the other 

side. (The problem, as stated here, did not specify that numbers are always 
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companies, while the safer fund was based on the returns of a port-

folio of five-year government bonds. But we did not tell subjects this, 

in order to avoid any preconceptions they might have about stocks 

and bonds. 

The focus of the experiment was on the way in which the returns 

were displayed. In one version, the subjects were shown the distribu-

tion of annual rates of return; in another, they were shown the dis-

tribution of simulated average annual rates of return for a thirty-year 

horizon (see figure 9). The first version captures the returns people 

see if they look at their retirement statements once a year, while the 

other represents the experience they might expect from a thirty-year 

invest-and-forget-it strategy. Note that the data being used for the 

two charts are exactly the same. This means that in a world of Econs, 

the differences in the charts are SIFs and would have no effect on the 

choices people make. 

Distribution of one-year returns
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this game, but they were also clueless enough to think it would be 

the winning guess.* There were also quite a few people who guessed 

1, allowing for the possibility that a few dullards might not fully “get 

it” and thus raise the average above zero.† 

0 10 20 30 40 50 60 70 80 90 100

8% of guesses

6%

4%

2%

Winner

33 First-level thinkers

22 Second-level thinkers0-1 Too much 
economics 
training

Distribution of FT reader guesses

FIGURE 10

99, 100
Pranksters

Many first and second level thinkers guessed 33 and 22. But what 

about the guesses of 99 or 100; what were those folks up to? It turns 

out that they all came from one student residence at Oxford Univer-

sity. Contestants were limited to one entry, but someone up to some 

mischief had completed postcards on behalf of all of his housemates. 

It fell to my research assistants and me to make the call on whether 

these entries were legal. We decided that since each card had a dif-

*	 This is another case where the normative economic theory, here the Nash equi-

librium of zero, does a terrible job as a descriptive theory, and is equally bad as a 

source of advice about what number to guess. There is now a burgeoning literature of 

attempts to provide better descriptive models.

†	 Another reason why some contestants guessed 1 was that they had noticed a 

sloppy bit of writing in the contest rules, which asked people to guess a number 

between 0 and 100. They thought that the “trick” was that the word “between” implied 

that guesses of 0 and 100 were disallowed. This had little bearing on the results, but 

I learned from the experience and switched the word “between” to “from”, as I did 

when posed the problem above.
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FIGURE 11

G.P.A. prediction

Would investors behave the same way, responding to “ephemeral 

and non-significant” day-to-day information, as Keynes had asserted? 

And, if investors did overreact, how could we show it?

Circumstantial evidence for overreaction already existed, namely 

the long-standing tradition of “value investing” pioneered by invest-

ment guru Benjamin Graham, author of the classic investment bibles 

Security Analysis, co-written with David Dodd and first published in 

1934, and The Intelligent Investor, first published in 1949. Both books are 

still in print. Graham, like Keynes, was both a professional investor 

and a professor. He taught at Columbia University, where one of his 

students was the legendary investor Warren Buffett, who considers 

Graham his intellectual hero. Graham is often considered the father 

of “value investing,” in which the goal is to find securities that are 

priced below their intrinsic, long-run value. The trick is in knowing 

how to do this. When is a stock “cheap”? One of the simple measures 

that Graham advocated in order to decide whether a stock was cheap 



	 The Price Is Not Right	 231

(32°C). On a really hot day it might reach 95°F. A “cold” day might top 

out at 85°F. You get the idea. Predicting 90°F every day would never be 

far off. If some highly intoxicated weather forecaster in Singapore was 

predicting 50°F one day—colder than it ever actually gets—and 110°F 

the next—hotter than it ever gets—he would be blatantly violating the 

rule that the predictions can’t vary more than the thing being forecast. 

Shiller’s striking result came from applying this principle to the 

stock market. He collected data on stock prices and dividends back to 

1871. Then, starting in 1871, for each year he computed what he called 

the “ex post rational” forecast of the stream of future dividends that 

would accrue to someone who bought a portfolio of the stocks that 

existed at the time. He did this by observing the actual dividends that 

got paid out and discounting them back to the year in question. After 

adjusting for the well-established trend that stock prices go up over 

long periods of time, Shiller found that the present value of dividends 

was, like the temperature in Singapore, highly stable. But stock prices, 

which we should interpret as attempts to forecast the present value of 

dividends, are highly variable. You can see the results in figure 12. The 

Do stock prices move too much?

FIGURE 12
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With the benefit of hindsight, it is easy to see from this chart what 

an investor would have liked to do. Notice that when the market 

diverges from its historical trends, eventually it reverts back to the 

mean. Stocks looked cheap in the 1970s and eventually recovered, and 

they looked expensive in the late 1990s and eventually crashed. So 

there appears to be some predictive power stemming from Shiller’s 

long-term price/earnings ratio. Which brings us to that “but.” The 

predictive power is not very precise.

In 1996 Shiller and his collaborator John Campbell gave a briefing 

to the Federal Reserve Board warning that prices seemed dangerously 

high. This briefing led Alan Greenspan, then the Fed’s chairman, to 

give a speech in which he asked, in his usual oblique way, how one 

could know if investors had become “irrationally exuberant.” Bob 

later borrowed that phrase for the title of his best-selling book, which 

was fortuitously published in 2000 just as the market began its slide 

down. So was Shiller’s warning right or wrong?* Since his warning 

*	 For the record, I also thought that technology stocks were overpriced in the late 

1990s. In an article written and published in 1999, I predicted that what we were 
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I should stress that the imprecision of these forecasts does not 

mean they are useless. When prices diverge strongly from historical 

levels, in either direction, there is some predictive value in these sig-

nals. And the further prices diverge from historic levels, the more 

seriously the signals should be taken. Investors should be wary of 

pouring money into markets that are showing signs of being over-

heated, but also should not expect to be able to get rich by success-

fully timing the market. It is much easier to detect that we may be in 

a bubble than it is to say when it will pop, and investors who attempt 

to make money by timing market turns are rarely successful. 

Although our research paths have taken different courses, Bob 

Shiller and I did become friends and co-conspirators. In 1991, he and 

I started organizing a semiannual workshop on behavioral finance 

hosted by the National Bureau of Economic Research. Many of the 

landmark papers in behavioral finance have been presented there, 

and the conference has helped behavioral finance become a thriving 

and mainstream component of financial economics research.
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by the market price of Apple shares, and the other by the price of the 

Apple fund. 

The EMH makes a clear prediction about the prices of closed-end 

fund shares: they will be equal to NAV. But a look at any table of the 

prices of closed-end fund shares reveals otherwise (see figure 15). 

These tables have three columns: one for the fund’s share price, one 

for the NAV, and another for the discount or premium measuring 

the percentage difference between the two prices. The very fact that 

there are three columns tells you that market prices are often differ-

ent from NAV. While funds typically sell at discounts, often in the 

range of 10–20% below NAV, funds sometimes sell at a premium. This 

is a blatant violation of the law of one price. And an investor does not 

have to do any number-crunching to detect this anomaly, since it is 

displayed right there in the table. What is going on?

Gabelli Utility Trust (GUT) $6.28 $7.42 +18.2

BlackRock Hlth Sciences (BME) 38.94 42.48 +9.1

First Tr Spec Fin&Finl (FGB) 7.34 7.62 +3.8

DNP Select Income Fund (DNP) 10.5 10.55 +0.4

First Tr Energy Inc & Gr (FEN) 37.91 35.83 –5.5

ASA Gold & Prec Met Ltd (ASA) 11.24 10.19 –9.3

BlackRock Res & Comm Str (BCX) 11.78 9.93 –15.7

Firsthand Technology Val (SVVC) 29.7 18.59 –37.4

FUND NAV
MARKET

PRICE
PREMIUM OR

DISCOUNT

As of Dec. 31, 2014

Premia and discounts on selected closed-end funds

FIGURE 15

%

I did not know much about closed-end funds until I met Charles 

Lee. Charles was a doctoral student in accounting at Cornell, but his 

background hinted that he might have some interest in behavioral 

finance, so I managed to snag him as a research assistant during his 

first year in the program. When Charles took my doctoral class in 

behavioral economics, I suggested closed-end funds as a topic for a 

course project. He took the challenge. 



246	 Misbehaving

have two separate investments. A single share of 3Com included 1.5 

shares of Palm plus an interest in the remaining parts of 3Com, or 

what in the finance literature is called the “stub value” of 3Com. In a 

rational world, the price of a 3Com share would be equal to the value 

of the stub plus 1.5 times the price of Palm. 

Investment bankers marketing the shares of Palm to be sold in 

the initial public offering had to determine what price to charge. As 

excitement about the IPO kept building, they kept raising the price, 

finally settling on $38 a share, but when Palm shares started trading, 

the price jumped and ended the day at a bit over $95. Wow! Investors 

did seem to be wildly enthusiastic about the prospect of an indepen-

dent Palm company.

So what should happen to the price of 3Com? Let’s do the math. 

Each 3Com share now included 1.5 shares of Palm, and if you multi-

ply $95 by 1.5 you get about $143. Moreover, the remaining parts of 

3Com were a profitable business, so you have to figure that the price 

of 3Com shares would jump to at least $143, and probably quite a bit 

more. But in fact, that day the price of 3Com fell, closing at $82. That 

means that the market was valuing the stub value of 3Com at minus 

$61 per share, which adds up to minus $23 billion! You read that cor-

rectly. The stock market was saying that the remaining 3Com busi-

ness, a profitable business, was worth minus $23 billion.

In a rational world, the price of a 3Com share would be equal to 1.5 
times the price of Palm plus the “stub” value of 3Com. 

= + S

Cost of one share
of 3Com

1.5 times the price of 
one share of Palm

The “stub” value
of 3Com

x 1.53COM PALM

FIGURE 16

But when markets closed, prices were irrational. If you solve for s, 
you �nd that 3Com’s stub value is a negative number.

= + -$61

Cost of 1 share
of 3Com

1.5 times the price of 
one share of Palm

The “stub” value
of 3Com

x 1.5$82 $95

But when markets closed, prices were irrational. If you solve for s, 
you �nd that 3Com’s stub value is a negative number.

= + -$61

Cost of 1 share
of 3Com

1.5 times the price of 
one share of Palm

The “stub” value
of 3Com

x 1.5$82 $95

FIGURE 16B
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even when it could be shown that transaction costs were essentially 

zero. To do so, we presented the results of the mug experiments that 

were discussed in chapter 16, the results of which are summarized in 

figure 17).

Values mugs most

Values mugs least

Subjects ranked by how much they valued a Cornell mug.

1 2 3 4 5 6 7 8 9 10 11

12 13 14 15 16 17 18 19 20 21 22

23 24 25 26 27 28 29 30 31 32 33

34 35 36 37 38 39 40 41 42 43 44

FIGURE 17A

As with the tokens, we assigned mugs randomly to the students.

1 2 3 4 5 6 7 8 9 10 11

12 13 14 15 16 17 18 19 20 21 22

23 24 25 26 27 28 29 30 31 32 33

34 35 36 37 38 39 40 41 42 43 44

FIGURE 17B
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1 2 3 4 5 6 7 8 9 10 11

12 13 14 15 16 17 18 19 20 21 22

23 24 25 26 27 28 29 30 31 32 33

34 35 36 37 38 39 40 41 42 43 44

This is how we’d expect things to turn out if the Coase Theorem is right:

FIGURE 17C

1 2 3 4 5 6 7 8 9 10 11

12 13 14 15 16 17 18 19 20 21 22

23 24 25 26 27 28 29 30 31 32 33

34 35 36 37 38 39 40 41 42 43 44

“Sorry, I like my mug.”

Instead, it looked something like this:

FIGURE 17D

Recall that the first stage of the experiments involved tokens that 

were redeemable for cash, with each subject told a different personal 

redemption value for a token, meaning the cash they could get for it if 

they owned one at the end of the experiment. The Coase theorem pre-

dicts that the students who received the highest personal valuations 

for their tokens would end up owning them; that is what it means to 
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figure. The first is that it is very steep: the first pick is worth about five 

times as much as the thirty-third pick, the first one taken in the second 

round. In principle, a team with the first pick could make a series of 

trades and end up with five early picks in the second round. 

1st pick 50th 100th 150th 200th 250th

0.2

0.4

0.6

0.8

1.0

Average value by NFL draft order relative to the �rst pick

FIGURE 18

The other thing to notice about this figure is how well the curve 

fits the data. The individual trades, represented by the dots, lie very 

close to the estimated line. In empirical work you almost never get 

such orderly data. How could this happen? It turns out the data line up 

so well because everyone relies on something called the Chart, a table 

that lists the relative value of picks. Mike McCoy, a minority owner of 

the Dallas Cowboys who was an engineer by training, originally esti-

mated the Chart. The coach at the time, Jimmy Johnson, had asked 

him for help in deciding how to value potential trades, and McCoy eye-

balled the historical trade data and came up with the Chart. Although 

the Chart was originally proprietary information only known by the 

Cowboys, eventually it spread around the league, and now everyone 

uses it. Figure 19 shows how highly the chart values first round picks.
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 1  3,000 

 2  2,600 

 3  2,200 

 4  1,800 

 5  1,700 

 6  1,600 

 7  1,500 

 8  1,400 

 9  1,350 

 10  1,300 

 11  1,250 

 12  1,200 

 13  1,150 

 14  1,100 

 15  1,050 

 16  1,000 

 17  950 

 18  900 

 19  875 

 20  850 

 21  800 

 22  780 

 23  760 

 24  740 

 25  720 

 26  700 

 27  680 

 28  660 

 29  640 

 30  620 

 31  600 

 32  590 

PICK VALUE PICK VALUE PICK VALUE PICK VALUE

FIGURE 19

“The Chart”

When Cade and I tracked down Mr. McCoy, we had a nice conversa-

tion with him about the history of this exercise. McCoy stressed that 

it was never his intention to say what value picks should have, only 

the value that teams had used based on prior trades. Our analysis had 

a different purpose. We wanted to ask whether the prices implied by 

the chart were “right,” in the efficient market hypothesis sense of the 

term. Should a rational team be willing to give up that many picks in 

order to get one of the very high ones?

Two more steps were required to establish our case that teams val-

ued early picks too highly. The first of these was easy: determine how 

much players cost. Fortunately, we were able to get data on player 

compensation. Before delving into those salaries, it is important to 

understand another peculiar feature of the National Football League 

labor market for players. The league has adopted a salary cap, mean-

ing an upper limit on how much a team can pay its players. This is 

quite different from many other sports, for example Major League 

Baseball and European soccer, where rich owners can pay as much as 

they want to acquire star players. 

The salary cap is what makes our study possible. Its existence means 

that each team has to live within the same budget. In order to win reg-

ularly, teams are forced to be economical. If a Russian oligarch wants 

to spend hundreds of millions of dollars to buy a soccer superstar, one 

can always rationalize the decision by saying that he is getting util-

ity from watching that player, as with buying an expensive piece of 
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art. But in the National Football League, acquiring an expensive player, 

or giving away lots of picks to get a star like Ricky Williams, involves 

explicit opportunity costs for the team, such as the other players that 

could have been hired with that money or drafted with those picks. 

This binding budget constraint means that the only way to build a 

winning team is to find players that provide more value than they cost. 

The league also has rules related to rookie salaries. The compensa-

tion of first-year players, by draft order, is shown in figure 20. The fig-

ures we use here are the official “cap charge” that the team is charged, 

which includes the player’s salary plus an amortization of any signing 

bonus paid up front. Figure 20 shares many features of figure 18. First 

of all, the curve is quite steep. High picks are paid much more than 

lower-round picks. And again, the estimated line is a very good fit for 

the data because the league pretty much dictates how much players 

are paid in their initial contracts. 

Average compensation by draft order

FIGURE 20

1st pick 50th 100th 150th 200th 250th

2

4

6

8 million$

So high picks end up being expensive in two ways. First, teams have 

to give up a lot of picks to use one (either by paying to trade up, or in 

opportunity cost, by declining to trade down). And second, high-round 

picks get paid a lot of money. The obvious question is: are they worth it?
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that player; in other words, we estimated the value the player provided 

to the team that year. We did so by looking at how much it would cost 

to hire an equivalent player (by position and quality) who was in the 

sixth, seventh, or eighth year of his contract, and was thus being paid 

the market rate, because after his initial contract ran out he became a 

free agent. A player’s performance value to the team that drafted him 

is then the sum of the yearly values for each year he stays with the 

team until his initial contract runs out. (After that, to retain him, they 

will have to pay the market price or he can jump to another team.)

In figure 21, we plotted this total “performance value” for each 

player, sorted by draft order, as well as the compensation curve shown 

in figure 20. Notice that the performance value curve is downward-

sloping, meaning that teams do have some ability to rate players. 

Players who are taken earlier in the draft are indeed better, but by 

how much? If you subtract the compensation from the performance 

value, you obtain the “surplus value” to the team, that is, how much 

more (or less) performance value the team gets compared to how 

much it has to pay the player. You can think of it like the profit a team 

gets from the player over the length of his initial contract. 

Performance
Compensation

“Surplus”

“Surplus value” of NFL draft picks

FIGURE 21

1st pick 50th 100th 150th 200th 250th

1

2

3

4

$5 million

(Performance minus compensation)
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The bottom line on this chart shows the surplus value. The thing 

to notice is that this curve is sloping upward throughout the first 

round. What this means is that the early picks are actually worth less 

than the later picks. But remember, the Chart says that early picks are 

worth a lot more than later picks! Figure 22 shows both curves on the 

same chart and measured in comparable units, with the vertical axis 

representing value relative to the first pick, which is given a value of 1. 

“Surplus” values

of players

Values on the 
trade market

If the market for NFL players were e�cient, these charts would be identical.

Comparing “The Chart” with player surplus

FIGURE 22

1.2

0.2

0.4

0.6

0.8

1.0

1st pick 50th 100th 150th 200th 250th

If this market were efficient, then the two curves would be identi-

cal. The draft-pick value curve would be an accurate forecast of the 

surplus that would accrue to the team from using that pick; i.e., the 

first pick would have the highest surplus, the second pick the second-

highest surplus, etc. That is hardly the case. The trade market curve 

(and the Chart) says you can trade the first pick for five early second-

round picks, but we are finding that each of those second-round picks 

yields more surplus to the team than the first-round pick they are 
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I will describe the original Dutch version. A contestant is shown a 

board (see figure 23) showing twenty-six different amounts of money 

varying from €0.01 to €5,000,000. Yes, you read that correctly, five 

million euros, or more than six million U.S. dollars. The average con-

testant won over €225,000. There are twenty-six briefcases, each 

containing a card displaying one of those amounts of money. The 

contestant chooses one of those briefcases without opening it and 

may, if he wishes, keep that until the end of the show and receive the 

amount of money it contains. 

Having chosen his own briefcase, the contents of which remain 

secret, the contestant must then open six other briefcases, revealing the 

amounts of money each contains. As each case is opened, that amount 

of money is removed from the board of possible payoffs, as shown in 

the figure. The contestant is then offered a choice. He can have a cer-

tain amount of money, referred to as the “bank offer,” shown at the top 

of the board, or he can continue to play by opening more cases. When 

faced with the choice between the bank offer and continuing to play, 

the contestant has to say “Deal” or “No deal,” at least in the English ver-

 Current
“bank o�er”

Amounts no longer available

€ 13,000

€ 7,500

€ 10,000

€ 25,000

€ 50,000

€ 75,000

€ 100,000

€ 200,000

€ 300,000

€ 400,000

€ 500,000

€ 1,000,000

€ 2,500,000

€ 5,000,000

€ 0.01

€ 0.20

€ 0.50

€ 1

€ 5

€ 10

€ 20

€ 50

€ 100

€ 500

€ 1,000

€ 2,500

€ 5,000

Deal or No Deal scoreboard

FIGURE 23

Amounts still left in unopened briefcases
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nothing. And if both players choose to steal, they both get nothing. 

The stakes are high enough to make even the most stubborn of econo-

mists concede that they are substantial. The average jackpot is over 

$20,000, and one team played for about $175,000. 

The show ran for three years in Britain, and the producers were 

kind enough to give us recordings of nearly all the shows. We ended 

up with a sample of 287 pairs of players to study. Our first question of 

interest was whether cooperation rates would fall at these substan-

tial stakes. The answer, shown in figure 24, is both yes and no.

When playing for 
“real money,” 
contestants still 
cooperated about 
half the time.

Players cooperated 72% of the time

65

58

54

59

59

52

50

51

47
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49

43

48

At $100 stakes

$250

$500

$1,000

$1,500

$2,000

$2,500

$5,000

$10,000

$15,000

$20,000

$25,000

$50,000

$100,000

How often players cooperated

FIGURE 24

The figure shows the percentage of players who cooperate for vari-

ous categories of stakes, from small to large. As many had predicted, 

cooperation rates fall as the stakes rise. But a celebration by defend-

ers of traditional economics models would be premature. The coop-

eration rates do fall, but they fall to about the same level observed in 

laboratory experiments played hypothetically or for small amounts of 

money, namely 40–50%. In other words, there is no evidence to sug-
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centage points. If they were unwilling to take this advice, they were 

offered a version of Save More Tomorrow. 

It was good for Tarbox (and the employees) that we had given him 

this backup plan. Nearly three-quarters of the employees turned down 

his advice to increase their saving rate by five percentage points. To these 

highly reluctant savers, Brian suggested that they agree to raise their 

saving rate by three percentage points the next time they got a raise, and 

continue to do so for each subsequent raise for up to four annual raises, 

after which the increases would stop. To his surprise, 78% of employees 

who were offered this plan took him up on it. Some of those were people 

who were not currently participating in the plan but thought that this 

would be a good opportunity to do so—in a few months. 

After three and a half years and four annual raises, the Save More 

Tomorrow employees had nearly quadrupled their savings rate, from a 

meager 3.5% to 13.6%. Meanwhile, those who had accepted Brian’s advice 

to increase their savings rate by 5% had their saving rates jump by that 

amount in the first year, but they got stuck there as inertia set in. Brian 

later told us that after the fact he realized that he should have offered 

everyone the Save More Tomorrow option initially (see figure 25).

SAVINGS RATES
OF PARTICIPANTS WHO . . .  

Joined the “Save 

More Tomorrow” plan

Declined the “Save 

More Tomorrow” plan

Took the consultant’s

recommended savings rate

Declined o�er of 

�nancial advice

INITIALLY
AFTER FIRST

PAY RAISE
SECOND

PAY RAISE
THIRD

PAY RAISE
FOURTH

PAY RAISE

6.6 6.5 6.8 6.6 6.2

4.4 9.1 8.9 8.7 8.8

3.5 6.5 9.4 11.6 13.6

6.1 6.3 6.2 6.1 5.9

Did they Save More Tomorrow?

FIGURE 25

Armed with these results, we tried to get other firms to try the idea. 

Shlomo and I offered to help any way we could, as long as firms would 

agree to give us the data to analyze. This yielded a few more implemen-

tations to study. A key lesson we learned, which confirmed a strongly 




