
unthink

C H R I S  PA L E Y

189II_tx.indd   3 12/06/2014   16:21



First published in Great Britain in 2014 by Coronet
An imprint of Hodder & Stoughton
An Hachette UK company

1

Copyright © Chris Paley 2014

The right of Chris Paley to be identified  
as the Author of the Work has been asserted by him in accordance  
with the Copyright, Designs and Patents Act 1988.

All rights reserved. No part of this publication may be reproduced, stored in a 
retrieval system, or transmitted, in any form or by any means without the prior 
written permission of the publisher, nor be otherwise circulated in any form of 
binding or cover other than that in which it is published and without a similar 
 condition being imposed on the subsequent purchaser.

A CIP catalogue record for this title is available from the British Library

Hardback isbn 9781444779714
Ebook isbn 9781444779721

Typeset by Palimpsest Book Production Limited, Falkirk, Stirlingshire
Printed and bound by CPI Group (UK) Ltd, Croydon cr0 4yy

Hodder & Stoughton policy is to use papers that are natural, renewable and 
 recyclable products and made from wood grown in sustainable forests. The logging 
and manufacturing processes are expected to conform to the environmental 
 regulations of the country of origin.

Hodder & Stoughton Ltd
338 Euston Road
London nw1 3bh
www.hodder.co.uk

189II_tx.indd   4 12/06/2014   16:21



207

NOTES

 1. Some of the control variables might seem a bit far-fetched. This 
is a further sign that introspection is poor at working out what 
influences our thoughts and behaviour. We will see that holding 
a warm cup of coffee changes the way people perceive other 
people. Language impacts the McGurk effect – and perhaps some 
of the metaphors that we rely on. Crossing a scary bridge makes 
people more likely to fall in love. If we infer our own minds 
from the outside, as we will argue, our clothing could change 
our personality.

   You might be tempted to offer yourself as a sacrificial experi-
mental subject. Unfortunately, if you finish this book you may 
be a poor subject. If you are leaving a psychology experiment 
and somebody accidentally knocks over a jar of pencils, you 
might guess that somebody else will count how many you pick 
up. There is a bit of an issue that many experiments are performed 
on undergraduate psychology students who are encouraged 
(compelled) to volunteer for experiments in return for course 
credit. Either the subjects are aware of the types of tricks that 
social psychologists use or they’re not particularly interested in 
the field and one wonders why they’re spending years of their 
life sitting exams in it.

 2. (33). See also (102).
 3. (79)
 4. (157)
 5. (11)
 6. George Lakoff and Mark Johnson wrote an interesting book on 

this: (103)
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 7. (176)
 8. (170)
 9. (2)
 10. The red/romance link affects both men’s attraction to women 

(56) and women’s attraction to men (55)
 11. (30), (86)
 12. (153), (20), (154)
 13. The results couldn’t be explained by the lonely students just 

being upset by the feedback or even grumpy with the experi-
menters for being unpleasant to them, because the researchers 
included a third condition in which the results apparently showed 
that the students were clumsy and likely to suffer severe accidents 
later in life. These students were just as upset by their news, but 
they were still generous and helpful.

   Believing that you are rejected, or will be in the future, seems 
to be self-fulfilling, leading to less pleasant behaviour to 
others, which presumably in turn leads to more rejection and 
ultimately a forlorn death bed. The one advantage that I can 
see to this unpleasant cycle is that it leaves you with more 
time to yourself, to read and ponder over paradoxes such as 
this one. Unfortunately, your pondering may also be of  a lower 
quality.

   Students took the personality test and the experimenters gave 
them false feedback about their futures. The students then took 
mental reasoning tests. Those who’d been told that they were 
going to have a lonely old age did much worse on these and a 
series of difficult exams than those who’d been told that they 
would have a happy marriage.

 14. (99)
 15. (7). See also (152).
 16. (108)
 17. (113)
 18. (109), (164), (27)
 19. See (41) for discussion and experiments implanting (further) false 

memories in people who believe they’ve been abducted by aliens.
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 20. (174)
 21. See (85) for an early review. The octagon experiment was 

published after this review and is in (101).
 22. (39), (134). In another experiment (38), they showed a similar 

result. People are more likely to litter when the area is already 
littered (they gave unwitting participants the chance to litter by 
putting a handbill on their car windshields). This effect is even 
stronger when they see somebody else littering.

   In yet another experiment (74), Professor Cialdini and others 
designed towel-rack signs to encourage guests at a hotel to re-use 
their towels. One of their signs just asked customers to help the 
environment by reusing their towels. The other asked customers 
to join their fellow guests in helping to save the environment, 
telling them that 75% of other customers re-used their towels. 
Again, the most impactful sign was the one that mentioned what 
other people did. This time the message was helpful, increasing 
re-use rates by a quarter.

   In spite of  all this evidence that telling people that others are 
doing something increases the likelihood they will do it them-
selves, it is still common for well-meaning groups, frustrated 
at the size of  a problem, to tell everyone about it. (39) lists 
many examples including eating disorder programs, suicide 
prevention campaigns and high-school binge-drinking educa-
tion efforts. They all had an adverse effect. While I was at 
university, the pro-life group distributed fliers telling students 
that one in three pregnancies ended in abortion. A shocking 
statistic, but I wonder whether the information increased or 
decreased the number of  abortions. The research suggests 
that the message: ‘Most women keep their babies: we can 
help you as we’ve helped others’ would have been more 
effective.

 23. (83)
 24. (98)
 25. (146)
 26. Most large charities are aware of these effects, and target their 
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campaigns at our emotions rather than bombarding our reason 
with statistics. Some offer us the chance to sponsor or ‘adopt’ a 
poor child and show us photos of her, tell us the sports she likes 
to play, and print copies of drawings she’s made, before telling 
us how hungry the little girl is, and how much she wants to go 
to school.

   Even animal charities use similar techniques. In 2009, the 
RSPCA received over $100m in voluntary income, and spent over 
$20m on marketing. One of their mail shots has a kitten’s face 
on the envelope and the question ‘can YOU hear my cry for 
help?’ In the enclosed letter, we learn that Stevie was just eight 
weeks old when his heartless owner threw him out. ‘Cold and 
trembling, with a broken leg, his tiny mewing cries could barely 
be heard.’

   If our charitable choices were reasoned, we’d want more infor-
mation on the cost per rabbit re-homed so that we could compare 
it to the number of meals we could send to Ethiopians for the 
same amount. Some organisations do use such figures in their 
adverts, and it seems laudable, but any charity swapping their 
emotional appeal for statistical details doesn’t understand human 
nature very well. And I’d prefer to donate to charities that under-
stand humans.

 27. (144)
 28. See (76, 75, 82) for this section and the next.
 29. (76, 75)
 30. (97)
 31. (111)
 32. (96). See also (4).
 33. (133)
 34. There are many fascinating experiments on just-world theory. 

Two of the earliest are (105, 104). (80) is a recent review, including 
references to the final examples in the section.

 35. In Candide, Voltaire wrote about an optimist, Pangloss, who 
contracted syphilis, lost an eye and an ear, and survived an 
earthquake and a tsunami before being hanged by the 
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Portuguese Inquisition for his heretical beliefs. Throughout 
the satire, Pangloss held to his philosophy that all was for the 
best in a world that must have been created for the best 
possible ends.

   Pangloss’s beliefs (actually a parody of those defended by 
Leibniz) were an attempt to deal with a sticky religious 
problem: if  the world is created by a good god, how can there 
be evil in it?

 36. (117)
 37. (176)
 38. (32, 139)
 39. Some interesting discussion on the related ideas of neural re-use 

are in (6).
 40. In fact, Leon Festinger and colleagues did the next best thing 

and infiltrated a millennial cult (64). This was perhaps less 
controversial than creating his own, as at worst they could be 
accused of failing to prevent harm to members rather than 
causing it.

   On a similar note, one of my favourite books is by somebody 
who joined Scientology at an early stage in its development (95). 
It reads like a gripping thriller, but interested psychologists can 
play spot-the-technique as they read it.

 41. e.g. (23, 24)
 42. (84). Psychopaths are classified using a multi-item test. A cut-off 

is defined such that people with a higher score in the test are 
classed as psychopaths and those with a lower score are not. It 
is possible therefore to have many of the tendencies of a psycho-
path without being caught in the statistics, or indeed to define a 
cut-off that would classify a greater or smaller proportion of the 
population as psychopaths.

 43. (162)
 44. (155)
 45. (88)
 46. Researchers invent their own languages and teach them to volun-

teers (137, 138). Here is a list from one experiment. If you want 
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to play along, spend seven minutes memorising the following 
strings and then cover them up

XMXRTVTM XXRVTM XXRTVTM

VVTRTTVTM XMMMMXM VTVTRVTM

VTTTTVM XMXRTTTVM XMMMXRTVM

XXRTTTVM XMMXRTVM VVTRVM XMMXM

VTTTVTRVM XMMMXRVTM

  The list might have looked nonsensical, but there were actually 
rules governing which strings were possible. They had a grammar. 
The rules are complicated, and it would take me seven minutes 
to explain them to you. It would take even longer for you to 
memorise them.

   I’ve not given you those rules, and working back to them from 
the list you’ve seen isn’t trivial. But it might be that your 
unconscious brain has extracted some information. On the 
following page, there’s another list of  words. Half  of  the words 
are grammatically correct, the other half  aren’t. Put a tick 
next to the ones you think are right and a cross next to the 
others.

  Artificial grammar strings
 1. XMXRVM

 2. VTTTVM

 3. XMVRXRM

 4. VVTRXRRRM

 5. XMTRRM

 6. VVRXRRM

 7. XMMMXRVM

 8. XXRTTVTM

 9. VTRRM

10. XMVTTRXM

11. VTTVTM

12. XMVRMVRXM

13. VVTRVTM

14. XMMXRVM

15. MXRTTVTM

16. VVTRTTVTM

17. XMVTRXRM

18. VTVTRTVM

19. XMMMXM

20. VTTTVTRVM

21. VVTTRMTM

22. XMVRXM

23. VVRMVTRXM

24. XXRTTVM

25. VVRMVRXM

26. XMVRXRRM

27. VTVTM

28. XMMXRTTVM

29. XMVRXRRRM

30. XMTRRRM
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  How confident are you that you did better than chance at this? 
Do you know what any of the rules are? Most people who take 
this test can’t articulate any of them. They’re confident on just 
a few of the strings. But on average, they get about two-thirds 
right. The answers, along with a discussion of the artificial 
grammar used, are below.

   Our unconscious learns very fast. No French teacher could 
impart much grammar to me in seven minutes (they didn’t 
manage much in five years), but without even knowing what we 
are supposed to be learning, we can grasp the rudiments of a 
difficult alien language.

   Yet because we can’t say what we’ve learned we don’t have 
a lot of confidence. When researchers allow volunteers to gamble 
on which strings they know have the right grammar, betting 
either a high sum or a low sum, they don’t do any better than 
chance at picking their winners. This seems to be a general 
characteristic of unconscious knowledge. When my dad took the 
stabilisers off my bike I was very unhappy. I had no idea how 
to stay upright. But he could see that I did.

   The artificial grammar is defined by the following flow 
diagram.

   To use the diagram to create a string, start at the left-hand 
side. Now follow the arrows in the direction that they point. 
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Whenever you pass along an arrow, write down the letter next 
to the arrow. For example, begin by following the arrow marked 
X. Now go along the arrow at the top marked M. This arrow 
takes you back to where you started, so we can go along it again. 
M. Now let’s follow the second X arrow. From here, take the 
R arrow, then the V arrow and finally the M arrow until we 
reach the end. Our string is XMMXRVM. If we can create a 
string with this diagram it’s grammatically correct, if not then 
it isn’t.

   The correct strings are: 1, 2, 7, 8, 11, 13, 14, 15, 16, 18, 19, 
20, 24, 27 and 28. Incidentally, the fifteen grammatically incor-
rect strings were all created using another grammar diagram. 
You might try working back from those strings to the diagram 
that created them. I predict you won’t get very far in seven 
minutes.

  Comparison with English grammar
  This artificial grammar might seem very artificial, but in structure 

it’s a simplified version of real languages. The letters are equiva-
lent to words and the strings are sentences. We could compose 
a simple flow diagram for constructing English.

sentences. We could compose a simple flow diagram for constructing English.

Article Adjective Noun

The Dirty Dog

A Hard House

Shiny Table

Using this, you can make sentences such as ‘The Table’, ‘A Dirty House’, and

‘The Hard, Shiny Dog’. Some of them make more sense than others, but they’re

grammatically fine. But if you disobey the rules, you get something unacceptable.

‘Hard A House’ and ‘Shiny Dog The’ don’t work.

English grammar is of course more complicated. Our diagram ignores sub-

tleties even with the components that it includes. Take a simple sentence of the

form article-adjective-adjective-noun. ‘The big blue house’ is okay. But there’s

something awkward about the sentence ‘The blue big house’. You’ve proba-

bly never been taught that an adjective denoting size should come before one

giving colour, but you use the rule anyway. Your unconscious brain knows it.

48[106]

49But whether verbalization helps or hinders depends on the type of problem.

Problems 1-2 required insight. The following problems are logical problems which

you can crunch through.

3. The police were convinced that either A, B, C or D had committed a crime.

Each of the suspects, in turn, made a statement, but only one of the four state-

ments was true. A said, ‘I didn’t do it.’ B said, ‘A is lying.’ C said, ‘B is lying.’ D

said, ‘B did it.’ Who is telling the truth, and who committed the crime?

241
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  Using this, you can make sentences such as ‘The Table’, ‘A Dirty 
House’, and ‘The Hard, Shiny Dog’. Some of them make more 
sense than others, but they’re grammatically fine. But if you 
disobey the rules, you get something unacceptable. ‘Hard A 
House’ and ‘Shiny Dog The’ don’t work.

   English grammar is of course more complicated. Our diagram 
ignores subtleties even with the components that it includes. Take 
a simple sentence of the form article-adjective-adjective-noun. 
‘The big blue house’ is okay. But there’s something awkward 
about the sentence ‘The blue big house’. You’ve probably never 
been taught that an adjective denoting size should come before 
one giving colour, but you use the rule anyway. Your unconscious 
brain knows it.

 47. (106)
 48. But whether verbalisation helps or hinders depends on the type 

of problem. Problems 1–2 required insight. The following prob-
lems are logical problems which you can crunch through.
3.  The police were convinced that either A, B, C or D had 

committed a crime.
Each of the suspects, in turn, made a statement, but only 

one of the four statements was true. A said, ‘I didn’t do it.’ B 
said, ‘A is lying.’ C said, ‘B is lying.’ D said, ‘B did it.’ Who 
is telling the truth, and who committed the crime?

4. Three cards from an ordinary deck are lying on a table, face 
down. The following information (for some peculiar reason) 
is known about those three cards (all the following information 
refers to the same three cards). (i) To the left of the queen 
there is a jack. (ii) To the right of a spade there is a diamond. 
(iii) To the right of a heart there is a king. (iv) To the right 
of a king there is a spade. Can you assign the proper suit to 
each picture card?

  Volunteers who tried these and similar problems didn’t do any 
worse when thinking aloud, though they didn’t do any better 
either. But something interesting happened when the experi-
menters gave the volunteers a hint. They told participants that 
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sometimes people got stuck in a particular mindset, and that if 
they were having trouble it might be worth trying another 
approach.

   On problems requiring insight (e.g. 1–2), or when volunteers 
worked quietly, the hint had no discernible effect. But when 
subjects worked on the problems that (i) could be crunched 
through and (ii) voiced their thought process, the hint dramati-
cally harmed their success rate. The conscious mind confused 
itself and gave up too quickly on effective strategies. Thinking 
too hard and allowing your conscious mind to try too many lines 
of attack can be a bad thing.

   Scientists found a similar result in a very different type of 
problem. Moderately able golfers practised putting up a gradual 
incline until they could get three balls in the hole in a row. Half 
of them then spent five minutes writing a detailed description of 
how they performed the task. The other half spoke about some-
thing unrelated.

   Afterwards, they tried again to putt three balls in a row. Those 
who’d spoken about something unrelated achieved this in an 
average of eleven shots. The golfers who’d tried to explain what 
they were doing took twenty-one shots, which was just as many 
as when they first tried. Conscious reflection completely ruined 
all the benefits of practice.

   It seems that there is an overhead to the unconscious problem-
solver communicating with the conscious mind. In some problems 
this overhead slows the process down dramatically.

 49. (50). This is a controversial experiment. Later in the book we’ll 
see some similar experiments which scientists have used to claim 
that we need conscious attention to solve e.g. logical problems. 
However, the experiments of Dijksterhuis and colleagues are 
compelling. If we distract conscious attention and we are able to 
weigh information then we must be able to do this without 
conscious input. The converse isn’t necessarily true. As all 
conscious processes are accompanied by unconscious processes 
(49), the distraction of conscious processes may also be distracting 
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unconscious processes, and it may be those which are needed to 
solve the test problem.

   It may ultimately turn out that we need consciousness for 
some sorts of problems (indeed in this book I’ll argue that this 
is so). However, the fact that we can solve some problems 
without conscious effort that we wrongly imagine we solve 
better with conscious effort is a dramatic result.

 50. See e.g. (129) for a discussion of popular perceptions of sublim-
inal advertising and the difficulties of using subliminal tech-
niques in advertising. However, it is worth noting that 
advertising techniques where it is possible for targets to see the 
message, but where most of them don’t and are still influenced, 
are widely used. The product placement experiments described 
in this book are one example. Banner adverts often go unno-
ticed, but still affect our choices when we don’t recall seeing 
them (59).

 51. (1)
 52. (131)
 53. (61)
 54. Similar results came from Duke University, where Dasani was 

already market leader. With no exposures, 31% wanted Dasani 
as a gift. With twelve unnoticed exposures, 62% thought that 
nothing but Dasani could quench their thirst.

   The unconscious can also do more than count the number of 
exposures we’ve had to a brand: it can also assess the relevance 
of these exposures. When the people in the pictures were out-
group members (i.e. wearing kit from a different university) no 
increase in preference for Dasani was found.

   Other experiments (59) have shown that banner adverts on 
Internet pages often go unnoticed, but still influence our pref-
erences. The effect seems to rely on an increased fluency leading 
to a positive experience, which we misattribute as a preference 
for the brand. So noticing the adverts / product placement and 
understanding why we have the fluency may actually damage 
their effectiveness. This presents a problem for sophisticated 
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advertisers explaining their strategy to management. Who 
wants to hear they’ve spent millions on a campaign and nobody 
even noticed the ads? Perhaps the disbelieving managers might 
offer to subliminally prime the ad-men with images of money 
instead of paying them so that they have the impression of 
being rich.

 55. The following exercise is based on one given by John Bargh and 
colleagues(12).

   From each set of five words below, make a grammatically-
correct four-word sentence.

   For example, from the list:
   good cat she very was
   you could form the sentence:
   she was very good
  If you are able to, time yourself on the task and see how quickly 

you can complete the exercise.
  1. father sat TV likes my
  2. apple the please rules respect
  3. the was optimistic flat patient
  4. flock sensitively granddad her told
  5. tomorrow usually her they see
  6. I ready discreetly was not
  7. exercised bald dog Sally her
  8. cautiously will golf play I
  9. grass green the off keep
 10. weight hair brown I have
 11. here yield in it lives
 12. optimistically this have finished I

  Given the topic of this book, you might have guessed that there’s 
something more to this exercise than a test of your language 
abilities. If  you look back at the lists, you will see that half of 
them contain words loosely associated with politeness: respect, 
sensitively, discreetly, cautiously, yield, optimistically. As you 
worked quickly to complete the unscrambling, you probably 
didn’t notice the connection between these words. But your 
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brain will have. When John Bargh and colleagues gave a similar 
exercise to volunteers (who weren’t expecting to be primed), 
their behaviour changed, as described in the main body of the 
book.

 56. (12)
 57. It might equally be that I infer that I want to finish this book by 

observing the fact that I’m sitting here tapping away. The uncon-
scious might in fact be following a goal of postponing a difficult 
conversation with my wife, in which case my inference about 
my book-finishing goal would be wrong. This is the subject 
matter of Part Three.

 58. (34). A short review of unconscious goal pursuit is (45).
 59. (115). In fact the effect has been found to be weaker for Japanese 

listeners (140). It may be that Japanese listeners depend less on 
visual cues when listening.

 60. e.g. http://www.youtube.com/watch?v = P vHRkB37aE
 61. (141, 142)
 62. (3). (81) deals with some confounds: in the original experiment, 

the smaller discs were closer to the poker chip than the larger 
discs, which distorted the effect.

 63. (26)
 64. These results are consistent with those from earlier, more grue-

some experiments. Through the Sixties, Dr Delgado operated on 
the brains of animals and humans (47). To do this, the doctor 
removed part of their skulls under local anaesthetic (think of the 
scene in the film Hannibal for an idea of what this looks like in 
a non-clinical setting). Dr Delgado didn’t offer his patients a 
taste of their prefrontal cortex, but while their brains were open 
he did insert electrodes.

   By passing current through these electrodes, he could alter 
aspects of their behaviour. In one case, he was able to make 
the patient move. This wasn’t a sudden, jerky movement, but 
apparently normal, smooth head and body turning. In spite of 
the doctor’s control, his patient remained convinced that the 
movements were spontaneous. When Dr Delgado asked them 
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what they were doing, the patient replied: ‘I am looking for 
my slippers,’ ‘I heard a noise,’ and ‘I am restless.’

 65. You might have noticed that the decisions made in the finger-
extending experiment were very fast. You might argue that 
perhaps in slower decisions we do make a conscious decision 
first. We shall see later in the book that we often do have 
conscious knowledge of our actions before we begin them – and 
need to do so if consciousness is to be of any use. We still don’t 
make conscious decisions, but we do use consciousness to check 
that a decision is socially acceptable.

 66. (166)
 67. (149)
 68. (125)
 69. (112)
 70. (63, 62)
 71. A similar experiment found that children also know how 

important reward is in motivating behaviour (100). Teams 
of  children played games. When they won prizes for doing 
well, they said that they enjoyed the games less (than players 
in a separate competition for which prizes weren’t given) 
even though they hadn’t expected the prizes when they 
played. I wonder whether this is why I found pass-the-parcel 
so dull as a child.

 72. (22)
 73. (54)
 74. It’s possible to imagine alternative explanations for these results. 

Perhaps the frightening bridge was in a more romantic site and 
it was these feelings which were transferred to the experimenter, 
or maybe the high bridge attracted thrill-seeking tourists who 
were by their nature more likely to try their luck with her. The 
researchers therefore tried to get the same results in the 
laboratory.

   Participants, all male heterosexuals, believed that they were 
taking part in a series of experiments to test the effects of electric 
shocks on learning. They would do this at the same time as 
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another subject. In fact, the other subject was always an attractive 
female chosen by the experimenters. There were two different 
levels of shock that could be applied: a weak, tingling one and 
a strong, painful one. The participants tossed a coin to decide 
which level of shock they would experience, and were then sent 
away while the experimenter set up the equipment.

   While the participants waited for the shock experiment, they 
completed a questionnaire and wrote a creative story. Those who 
were expecting strong shocks wrote stories with more sexual 
content, said that they were more likely to ask out the pretty girl 
also doing the experiment, and admitted to a stronger desire to 
kiss her.

   Interestingly, the experimenters also included a condition in 
which instead of using a pretty girl as the second subject they 
used a man. Subjects who were paired with a man expressed 
much more anxiety about the upcoming shocks than those paired 
with the girl. They answered questions about this in a private 
cubicle, so the less fearful men weren’t just acting macho in front 
of the woman they’d decided they wanted to kiss. It seems that 
the threat of shocks caused sweaty hands and a throbbing heart 
in all the men. Those who were in the presence of an attractive 
woman thought they were due to sexual attraction, but those 
who weren’t had to attribute them to fear.

 75. (94)
 76. The film Twelve Angry Men is a riveting exploration of how 

hard it is to support a view when everybody else is against it. 
One of the most famous experiments showing conformity was 
Solomon Asch’s (8) experiment on the judgement of the length 
of lines. He presented three lines of different lengths and a fourth 
line, which matched that of one of the others. One of the partici-
pants was the subject, and the others were all stooges. The stooges 
gave an incorrect answer to the question of which of the three 
lines the fourth matched. Most of the subjects gave an incorrect 
answer to at least one question (but by no means all). This ques-
tion had a clear objective answer (error rates without social 
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pressure were tiny): the fact that people conformed at all is 
amazing. Some of the subjects knew they were conforming with 
the others, others thought retrospectively that they had answered 
correctly. Even when they answered correctly they were often 
visibly uncomfortable.

   I had a teacher who repeated this experiment for us. He sent 
a boy out of the classroom for talking. While the boy was out, 
he briefed us and called the lad back into the classroom. Later 
in the lesson, the teacher drew up three lines as part of a set of 
‘illusions’ and asked us each what we saw. After several people 
had said that the shorter line was longest he asked the boy who 
had earlier been sent out. He did indeed claim that he also thought 
the shorter line was longest – and sparked a fascination with 
psychology in at least one of his classmates.

   Interestingly, the teacher claimed his demonstration never 
failed. In Asch’s experiment, many of the subjects did give correct 
answers. It would be fascinating to know whether the added 
pressure of real peers increased the effect, whether my teacher 
was good at choosing people who would conform, or whether 
being sent out of class beforehand increased the pressure on the 
subject to fit in afterwards.

   Given that we frequently conform on objective questions, it 
is not surprising that we so often conform on questions where 
the answer is less clear cut: which is most of the things we think 
of as forming culture.

 77. The foot-in-the-door technique (67), much studied in the field of 
social compliance (40), is the standard demonstration of this. In 
the first step, subjects are asked to comply with some small 
request, such as putting a badge for a charity on their bag (35). 
In the second step, participants are asked for a larger action, 
such as helping out on a stall for three hours. With the larger 
request, participants are typically unwilling to help just because 
they have been asked. However, acceding to the initial smaller 
request generally leads to higher participation rates (29).

 78. (43, 73)
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 79. Pardon the pun.
 80. (166)
 81. (13)
 82. (14)
 83. Recent research suggests that infants may have an understanding 

of other people’s minds earlier than this, which they are, for 
some reason, unable to verbalise. A discussion of this is in (148).

 84. (130)
 85. You might argue that the autistic children do not fail the Smarties 

test because they have a deficit in their understanding of their own 
mental states, but rather because they fail to appreciate that the 
experimenter will be able to catch them out lying about their 
earlier knowledge. However, other experiments such as (132) show 
that this is not the root of their problem. A fascinating article by 
Frith and Happé discusses in more depth the problems autistic 
children have in understanding their own minds (68). See also (171).

 86. (10)
 87. Incidentally, as the addicts were prepared to pay more when they 

were craving than when they had taken the drug, it confirms that 
avoidance of withdrawal is a bigger driver of their addiction than the 
pleasant experience that got them hooked in the first place. Beware 
kids!

 88. (136, 135, 37)
 89. (158, 159)
 90. (175)
 91. This question was put by Ap Dijksterhuis (49).
 92. There is much literature on the subject. A good review is (57).
 93. This experiment (15) is one of the trippiest I have ever read about. 

The participants were describing the ball-bearings to a teddy bear 
wearing a blindfold. Because some people clam up when asked 
to talk to a stuffed toy they had practice sessions first in which 
they told him about a tower they were building and described 
cartoon villains such as Cruella de Vil and Captain Hook. 
Unfortunately, the experimenters felt it appropriate to exclude 
data from one participant who ‘seemed to be unusually flippant 
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about the task, calling the bear “Mister Bear” and at one point 
even naming a marble “Bob”.’ But with or without this partici-
pant’s contribution, there was a big difference in the way that 
volunteers who had control over the magnets and those who 
didn’t described what was happening.

 94. Whether or not such minds really exist.
 95. (46)
 96. See (107) for a controversial experiment showing that conscious 

reactions are slow.
 97. The standard test is the implicit association test (IAT) (77, 126). 

But others include making quick decisions about whether somebody 
is holding a gun (44, 128), in which white people typically choose 
in a way that indicates a less favourable attitude towards black 
people, and one that suggests the use of a stereotype that  
black people are aggressive.

   An interesting study shows that subliminally priming white 
subjects with images of black faces causes them to be more 
aggressive in interactions over a phone (36). In this experiment, 
subjects have no way of knowing that the stereotype is causing 
their behaviour.

 98. For example, Fazio et al. (60) found that measures of explicit 
racism (a questionnaire) correlated with subjects’ opinions on 
the Rodney King verdict and the justifiability of the ensuing anger 
in the black community. However, their implicit measure of 
racism was a better predictor of subjects’ friendliness towards a 
black experimenter. In the absence of a control test, it would 
have been impossible for the subjects to infer that their friendli-
ness or otherwise towards the black experimenter was caused by 
the race of the experimenter.

   Our conscious attitudes can only be applied when (i) there is 
time for our self-model to be consulted, and (ii) it is possible for 
our social model of ourselves to infer from our choice of behav-
iour that they have or haven’t been applied.

 99. (156)
1 00. (171)
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1 01. An interesting aspect of the work was that nearly all of those 
who chose a poster without giving reasons chose a picture by 
Monet or Van Gogh. About a third of those who gave reasons 
chose a humorous poster. It is noticeable that people who talk 
a lot about art and literature like different art and books to the 
rest of us. A cynic might argue that conceptual art is easy to talk 
about rather than intrinsically attractive and that this is the source 
of its apparent popularity among those who like to discuss art.

 102. We only infer other people’s minds so that we can work out what 
they will do before they do it. But we can only use information 
from what they have already done (and the situation etc.).

 103. See for example the discussion on the ‘language of the eyes’ in 
(13).

 104. (87)
 105. (28)
 106. Or a switch in my visual attention. If I spill water, it is plausible 

that my brain could send a signal that what has happened is 
socially relevant and ensure that visual cues (which an outside 
observer will share) are sent to consciousness. Later in this part, 
we will examine evidence that the brain is able to select socially 
relevant information and make it accessible to the model that 
produces consciousness.

 107. (66, 92)
 108. (145)
 109. Analogous results are also found among experienced typists. 

Experimenters inserted errors into subjects’ typing, and corrected 
some actual errors (110). The typists slowed marginally when 
they had actually erred. However, they were as likely to believe 
that the artificially corrected words had been typed correctly as 
words that they had indeed typed correctly.

 110. There are lots of scenarios where having access to private know-
ledge that cannot be inferred by counterparts improves our ability 
to predict and manipulate the behaviour of other people. There 
is information that other people will later find out (e.g. I burnt 
a hole in my wife’s dress while ironing it). There is information 
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that other people might already know (e.g. my wife might have 
seen the dress when getting changed). There is also information 
that I can choose to communicate (e.g. that I burnt a hole in the 
dress and that I have booked a table for dinner on Saturday after 
she’s had time to buy a new one).

   A further reason to selectively incorporate knowledge that 
others don’t have access to is the problem of multiple interaction 
partners. In the changing-room example above, my friend has 
the knowledge that my stuff is in locker 87. The man at locker 
87 will probably infer the knowledge when we march towards 
him. But the other occupants of the changing room will not have 
this information until later, and some of the men we pass will 
never know it. We could hypothetically build a separate model 
of ourselves for each person we interact with, but it seems simpler 
to build one shared model and incorporate adjustments to this 
model in terms of explicit knowledge that other people are 
mistaken about. One of  these adjustments, that of  false 
beliefs, seems to be what is tested in the Smarties and Sally / 
Anne experiments (14, 130).

   A social model of ourselves that only incorporated knowledge 
that other people are likely to have about us might seem to be 
a purer model. But a self-model that has access to some informa-
tion that is not available to other people is more effective at 
giving us advice on what other people will infer about us and 
how we can manipulate and respond to their behaviour.

 111. (165)
 112. You could improve the robot a bit. When there’s more light at 

the front than the back it would be nice if the back wheels weren’t 
trying to pull it backwards. You could add a circuit that turned 
them off when this happens. Now you seem to have a central 
decision maker. It compares the amount of light seen in front of 
it to that behind it and decides which set of wheels should be 
running.

   But in practice this decision maker is some kind of switch. 
There are electrical signals coming from the front of the machine 
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and more coming from the back. Depending on the comparative 
strength of these signals it sends an electrical current of its own. 
The decision maker doesn’t need to know what is causing these 
signals or what the effect of its own signal is. It could be a switch 
in a mobile phone, a computer or a toaster.

   So knowing the state of this switch doesn’t negate the need 
for a model. The model still needs to understand how the elec-
trical signals received by this switch relate to the inputs and how 
the signals sent correspond to the outputs. If it knows all this, 
it doesn’t need to know what the switch is actually doing at all: 
it just needs to know which wheels are moving and how fast. It 
can infer the state of the switch from this information, and access 
to the actual state of the switch doesn’t add anything.

 113. Morsella and colleagues (120, 122, 121) have noted this difference 
between what we are and are not conscious of. Morsella (120) 
lists examples of conflicts between competing systems that are 
resolved unconsciously, including the McGurk effect (115), binoc-
ular rivalry, and depth perception.

 114. e.g. (51)
 115. e.g. (65)
 116. There are many further examples of actions we usually make 

automatically becoming conscious when there is a conflict making 
it socially interesting. We generally reach for a glass of water 
without noticing that we are doing so, but if we have an injury 
we become aware of our actions. Again, there are social questions 
which could affect the effort I should put into reaching for the 
glass. Will you help me if my injured arm prevents me from 
reaching the cup? Will you infer that I’m exaggerating my injury 
because I’m lazy? Should I risk damaging myself further to hide 
my injury because you will take advantage of my weakness if 
you notice it?

 117. Because scientists don’t get enough invites to parties, they have 
confirmed the results in the lab. In 1959, Moray described the 
‘cocktail party effect’ (119). Moray played subjects two messages 
of equal intensity, one through each ear, asking subjects to repeat 
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out loud the list played in one ear. Generally, participants blocked 
out the message in the other ear, and could recall no content 
from that message. However, when the recording in the ignored 
ear included a message preceded by the subjects’ name, the 
subjects were frequently aware of that message.

   This experiment is consistent with other studies showing that 
conscious perception of stimuli is affected by the social signifi-
cance of the stimuli, such as in perceptual defence (114, 58).

 118. See (52, 53) for discussion of the social brain hypothesis.
 119. (78)
 120. I’ve been lucky to have some very good bosses. One of the best 

explained to me that he no longer produced anything directly 
himself. His job was therefore about working out how to get 
other people, some of whom he thought were smarter than 
himself, to do the work for him. He spent all day thinking about 
what motivated one person or why another turned up in the 
mornings. He thought about what he could do to explain some-
thing to somebody else and why another pair didn’t seem to get 
on. He described management as a profoundly humble experi-
ence, where the only ego that didn’t matter was his own. (Given 
his benignly Machiavellian view, I wondered what he was hoping 
to change about me by telling me this.) The least effective boss 
I’ve known took the opposite perspective: that he’d made it and 
the role of his employees was to guess what he wanted. I can 
see the advantage to the employees of taking this view, but not 
of the firm hiring such a manager who, while technically very 
talented, never understood why he had such high employee 
turnover.

 121. Peter Carruthers’ (31) arguments are most close to this, ‘meta-
cognition, on this view, results from turning one’s mindreading 
capacities upon oneself, its emergence will be a byproduct of the 
evolution of mindreading’. (Metacognition being ‘cognition 
about one’s own cognition’ – he also distinguishes between access 
consciousness and phenomenal consciousness.) He allows that 
metacognition might have come under ‘secondary’ selection later. 
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However, without considering the selection, I think the important 
asymmetries between the way we infer our own mind and those 
of others cannot be adequately accounted for. Nor that informa-
tion in a form that can be used by the mind inference machinery 
(with necessary omissions) is prepared and made available to it.

 122. Baumeister and Masicampo discuss a possible social purpose of 
consciousness (17) (see also (18)) differing somewhat from that 
proposed in this book. They argue that consciousness ‘enables 
communication across different parts of the mind and brain’ – a 
common part of several theories that I discuss in the following 
endnotes. However, they also note the close connection between 
conscious thought and speech, and recognise that social needs 
probably drove the evolution of conscious thought.

   Nicholas Humphrey also developed a theory (89) which 
connected consciousness to a social purpose. In this, our own 
experience allows us to understand our own behaviour. Because 
it allows us to understand ourselves, we are better able to 
understand other people: ‘the explanation we have of our own 
behaviour could then form the basis for explaining other 
people’s, too’. (So by feeling pain and knowing how we respond 
to it, we can understand what other people will do in such a 
situation.) Humphrey himself seems to have moved on from 
this idea, which he developed long before most of the experi-
ments in this book were conducted (see (90)).

 123. In this work, we have not considered all the many theories of 
consciousness that exist. There are books (e.g. (160)) that compile 
various theories of what consciousness does for us, some of them 
decidedly odd.

 124. Bernard Baars (9) argues that ‘consciousness might help to mobi-
lize and integrate brain functions that are otherwise separate and 
independent’. The conscious access theory has gained some 
support.

   Certain evidence claimed in support of this theory is also 
consistent with the current theory. Consciousness does integrate 
information from many processes, as I argue in the main text. 
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That it needs to do so in order to serve its role doesn’t show 
that this is its role.

   Other evidence compares results from similar tasks done 
without awareness and with awareness. In some cases, the differ-
ences might be due to the strength of the input. When the input 
is small (e.g. a word presented for a few milliseconds) the brain 
responds in one, simple way. When the input is larger (e.g. a 
word presented for longer), the brain reacts in a more effortful 
way, processing it in other parts of the brain unrelated to 
consciousness but also sending a signal to the self-model to work 
out what the social implications of the word are. It could be that 
consciousness and certain other brain processes are costly and 
the brain only makes use of them when it is worthwhile. That 
consciousness is set in motion on a problem at the same time as 
other processes doesn’t show that consciousness is needed to set 
the other processes in motion or to integrate the results of these 
processes.

   Dissociation experiments are also used in support of other 
possible roles for consciousness. I think the results of these are 
suggestive rather than conclusive. In this experimental paradigm 
(e.g. (48)), subjects’ consciousness is given either a heavy 
distracting load by e.g. counting backwards from 917 in sixes 
(19), or a lesser load such as counting forward in single digits. 
If the subject is more or less able to perform some task under 
the heavy load, then a role for consciousness (positive or nega-
tive) is inferred. However, consciousness definitely relies on many 
other processes feeding into it. It may be that one of these other 
processes is also being distracted in the heavy load condition 
and that it is this which interferes with the tested task. The 
paradigm of the dissociation tasks places great weight on the 
assumption that all unconscious systems are parallel with infinite 
capacity and also homogenous (unconscious loads which may 
have been more or less relevant to the task did not affect the 
task (48)).

   An experiment that suggests that the assumptions made in the 
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dissociation paradigm may not be appropriate used distractors 
to moderate the McGurk effect. The McGurk effect (115) is a 
preconscious effect in which visual cues and auditory cues are 
combined to form a conscious percept. Alsius et al. (5) asked 
participants to attend to a series of beeps while watching a video 
of a woman mouthing one syllable when another syllable had 
been dubbed over the audio recording. If the dissociation para-
digm is correct, we might expect that the conscious load of 
counting beeps would not interfere with the unconscious processes 
underlying the effect. Alternatively, we might expect the beeps to 
degrade the auditory signal and increase the visual effect (a 
control experiment showed that playing white noise over the 
auditory recording did just this). But in fact the conscious audi-
tory distractor reduced the McGurk effect and led to dramatic ally 
more conscious reports of the auditory syllable.

   We also believe that some processes may be consciously acces-
sible not because consciousness is needed to perform them but 
because we need to be able to communicate reliably about these 
processes. So with the type of instinctive reasoning in Maier’s 
experiment (112), the answer is all that really matters. Our 
inferred (incorrect) reasoning process should correspond with 
other people’s, but does not have to be accurate. In logical 
problem-solving, we may need to be able to communicate the 
steps in order to convince other people of the correctness of our 
conclusions. Things that may need to be communicated must 
necessarily interact with our social model.

   Nevertheless, we would be surprised if conscious thought did 
not do more than provide us with a socially useful model of 
ourselves, however impressive and useful that role is. The tools 
that go into creating a social model of ourselves are tremendously 
powerful, and presumably costly. It might be that the same processes 
that infer our mind, combining many sources of information, are 
useful for logical reasoning, say, and have been adapted to do so. 
Our conscious awareness of the steps would then be an artefact of 
the origin of the process that we use for logical reasoning.
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 125. Supramodular interaction theory (SIT) (120, 122, 121) is a 
particu lar theory which claims that consciousness is needed to 
integrate certain types of information and form a final decision. 
By considering this particular theory, which carefully considers 
and avoids some of the more obvious weaknesses in a general 
conscious access theory, in some more depth, we’ll highlight our 
general objections to this class of theory.

   The theory posits that there are a number of response systems, 
each consisting of a number of modules, and each with a single 
concern. These supramodular systems concerns have direct skel-
etal muscle tendencies. For example, a tissue-damage system can 
directly, and without conscious mediation, cause us to pull our 
hand away from a hot object. However, different systems can 
have conflicting demands on skeletomotor action. The authors 
of SIT argue that phenomenal states are needed for producing 
integrated action, which they define as follows (121): ‘Integrated 
action occurs when two (or more) action plans that could 
normally influence behaviour on their own (when existing at the 
level of activation) are simultaneously co-activated and trying to 
influence the same skeletal muscle effector.’

   I will outline four reasons for preferring the present theory 
over supramodular interaction theory. The fourth is a direct 
difference in apparent empirical predictions between the two 
theories, which I believe has been tested experimentally.

   Firstly, if  phenomenal states are needed for integrated action 
then it is a feature that we likely share with much of the animal 
kingdom. Salamanders, for example, have to weigh their desire 
for food against their risk of being eaten while they search for 
it. Whitham and Mathis (169) show that hungrier salamanders 
forage more frequently, but do so less when the experimenters 
add hormones of a natural predator to the water. The conflict 
salamanders face and resolve is of  the type described in 
supramodular integration theory. Similarly, every time a predator 
decides whether to conserve energy or to continue hunting, or 
a male decides whether to fight for a mate or to avoid tissue 
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damage, they are settling conflicts of the type described in SIT. 
It is possible that salamanders use a different mechanism to 
deal with conflicting action plans. However, it is not clear why 
humans should have replaced an old and effective system, which 
successfully navigates the same types of conflict in other animals. 
The suggestion implicit in SIT that salamanders and other 
simple animals are phenomenally aware is not in itself  a reason 
to reject the theory, but it is an implication which is easily 
overlooked.

   Secondly, SIT does not explain (and does not attempt to 
explain, being a correlational analysis) why we should be 
phenomenally aware of the process that integrates the output 
of the supramodules. Within the proposed supramodules there 
are many conflicts which are resolved unconsciously. Morsella 
(120) lists examples of these including the McGurk effect (115), 
binocular rivalry and depth perception. These effects are not 
obviously less complex than the conflicts that SIT deals with. 
The consistent difference is that they cannot directly cause skel-
etal muscle action. Yet it is not clear within SIT why this partic-
ular sort of conflict, and no other type of conflict, gives rise to 
consciousness. Unlike the theory described in this paper, SIT is 
unable to explain the phenomenal aspect of phenomenal states. 
(Within the social theory of consciousness presented in this book, 
the connection between consciousness and skeletal muscle 
actions is clear: it is skeletal muscle actions which typically have 
social consequences.)

   Thirdly, SIT does not explain why we are so often unaware 
of why we make decisions. If consciousness is an aware decision 
maker how can it not be aware of which decisions it makes and 
how it makes them? Why should it be tricked into thinking that 
it chose the left stocking because of the quality of the knit? Why 
does it invent reasons for why we picked one jam over another? 
These are not readily explainable by SIT and would be funda-
mental flaws in a system that is designed to choose one course 
of action over another by integrating conflicting information.
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   Finally, we examine a difference in the predictions that the 
explanation in this paper and SIT make. The theory presented in 
this book claims that the social model of ourselves, which produces 
consciousness, is one of several inputs that go into a decision. SIT, 
on the other hand, claims that ‘one is aware of (. . .) the compu-
tational processes underlying the interaction of system outputs’ 
(120). In SIT, phenomenal states are the final point at which the 
decision is made between possible competing actions, and we are 
aware of what goes into making this decision.

   In our theory, it is possible that the advice formed in conscious-
ness is overridden, and we will be unaware of the reason that it 
is overridden (though we will then infer why we made this deci-
sion, and we will be aware of the inferred, possibly incorrect, 
reasoning). In SIT, this is not possible. It should not be possible 
in SIT to ‘prime one system to counter the tendencies of another 
system’ (120).

   A handgrip experiment (131) (also discussed in the body of 
the book) appears to provide an initial test of this scenario 
directly. In a series of trials, subjects squeezed a handgrip on 
cue. Each trial was worth a penny or a pound. A thermometer 
showed how much force participants were exerting, and the 
greater the force, the greater the proportion of the purse the 
participants were able to keep. After each trial, subjects saw their 
accumulated total.

   This seems to be a conflict of the type that SIT envisages. The 
competing responses are to squeeze hard (to attain the maximum 
reward for the trial) and to avoid fatigue (directly relevant given 
the sequence of trials). When participants were supraliminally 
presented with the reward before each trial, they squeezed the 
handgrip harder on the pound trials, demonstrating the existence 
of the conflict.

   However, participants also squeezed harder on trials with 
subliminal presentation of the monetary award. This result 
appears to be in conflict with the predictions of SIT.

   One could, in principle, argue that the money primes influenced 
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the supramodule that initiates action. The impulse to squeeze on 
penny trials was perhaps less powerful and therefore more easily 
overwhelmed by the impulse to avoid fatigue. However, if all the 
information necessary to manage the conflict is contained in the 
signals from the supramodules then it is not clear what role  
the supramodular integration system (phenomenal state) plays 
beyond the comparison of the strength of two signals.

   I argue that it is easier to explain the correlational analysis of 
Morsella and Bargh in terms of our theory that consciousness 
arises from our social model. In our theory, conflicts play an 
especially interesting role. It is possible that the advice from our 
social model can conflict with other drivers of our action. For 
example, we may hold our hand in cold water to win a prize or 
please an experimenter, but we will ultimately pull our hand out 
of the water to avoid tissue damage. Similarly, our social model 
may advise us to stop smoking or avoid having another slice of 
cake, but other signals in the brain may lead us to fail. This type 
of conflict has been heavily studied (123), and we note that 
managing the conflicts is energy intensive (71), and that the 
outcome can be influenced by unconscious primes (150).

   To create the social model, we must integrate a large quantity 
of information from our different senses and the output of other 
processing systems. But we argue that integration of this infor-
mation is necessary to produce consciousness rather than vice-
versa. The type of information that is integrated is a function of 
the social model’s purpose rather than being of a special type 
that only consciousness can deal with.

 126. My claim, as set out earlier, is that a narrower set of things enter 
consciousness. We don’t have conscious access to all the informa-
tion necessary to infer the states. Instead, it is generally the 
inferred states (e.g. that we like somebody) themselves that we 
are conscious of rather than what goes into creating these infer-
ences (e.g. that they are mimicking us). Some of the things we 
have conscious access to – such as vision – might seem to fall 
outside this. However, vision is a state we do attribute to others. 

189II_tx.indd   235 12/06/2014   16:21



236

unthink

We might say John got up and left because he saw Julie enter. 
So to understand what others are inferring about us we do need 
to know what we see as a state of the model not just as an input 
to the inference.

 127. There are a number of ways that we can try to understand 
behaviour and consciousness experimentally. Some of these offer 
fairly direct evidence, others are more suggestive than conclusive. 
To see why this is so, let’s consider four classes of experiment.
1. If we manipulate a group of subjects and their behaviour 

changes versus that of controls, we can be fairly sure that the 
manipulation caused the change in behaviour. For example, 
if we hit fifty subjects on the nose and they all step back, but 
we treat fifty other subjects identically but don’t hit them on 
the nose and they don’t step back we can be fairly sure that 
hitting people on the nose causes people to step back, at least 
in the situation we’re studying (you might get a different 
answer in a boxing ring).

2. If we manipulate a group of subjects and their conscious 
reports change versus controls then we can be fairly sure that 
the manipulation causes a change in their conscious reports. 
(Note that conscious reports are a form of behaviour; we 
have assumed throughout this book that conscious reports 
correspond to an underlying consciousness that it is sensible 
to talk about. Conscious reports are a measurable signal. The 
existence of consciousness is an inference. Science relies on 
measuring signals. When a physicist talks about an electron 
he’s inferring its presence because it is the best way she has 
to explain the signals she measures.) So if the fifty subjects 
we bop on the nose report liking us less than the fifty we 
don’t, we can be fairly sure that hitting someone on the nose 
leads them to report liking you less. If we’re happy to assume 
that conscious reports reflect an underlying consciousness 
then we can also infer that hitting someone on the nose leads 
to a conscious dislike of the person hitting them on the nose 
(again with the same limitations to the situation).
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3. If we manipulate a group of subjects and their conscious 
reports do NOT change, but their behaviour does, we can 
be fairly sure that the manipulation changes their behaviour 
through unconscious processes. Because our manipulation 
changes behaviour, we are in case (1). But because there is 
no change in conscious reports, and if we are happy with our 
assumption that conscious reports reflect an underlying 
consciousness, we can rule out any hypothesis that a change 
in the contents of consciousness led to the behaviour. Note 
that we can use this method to investigate changes in conscious 
reports too. For example, the mimicking experiments led to 
changes in conscious reports. If you mimic a group of people 
they will report liking you better than the group you don’t 
mimic. However, because they report being unaware that you 
were mimicking them, we can rule out certain mechanisms 
which led to the change in liking.

4. If we manipulate a group of subjects and their conscious 
reports do change and so also does their behaviour, we 
CANNOT infer that the change in consciousness led to their 
change in behaviour. So if we hit our fifty subjects on the 
nose and they all step back and report liking us less we 
cannot be sure that hitting them on the nose led them to 
dislike us and this dislike led them to step back from us, 
however tempting it is. (Indeed the slowness of consciousness 
and the quickness of stepping back may allow us to rule it 
out in this case.) It is possible that the manipulation changes 
both behaviour and conscious report independently.

   For example, some studies try and show a use for conscious-
ness by presenting a stimulus subliminally to one group of 
participants and supraliminally to another group. The behaviour 
of the second group is different to that of the first group and 
so are the conscious reports (they are able to report seeing the 
stimuli). The claim is that this demonstrates a causal role for 
consciousness in changing behaviour. However, this claim is not 
justified. It may be that the extended presentation of the stimuli 
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to the second group changes their behaviour (other than the 
conscious report) through unconscious mechanisms, and also, 
separately, leads to a change in the contents of consciousness.

   Another attempt to separate the effect of conscious and uncon-
scious processes leads to strongly suggestive, but not conclusive, 
evidence that we use consciousness for logical reasoning. In one 
experimental paradigm (48), subjects are given either a heavy 
distracting load by e.g. counting backwards from 917 in sixes 
(19), or a lesser load such as counting forward in single digits. 
If the subject is more or less able to perform some task under 
the heavy load, then a role for consciousness (positive or nega-
tive) is inferred. Logical reasoning is one of the things we are 
less able to do under a heavy load. However, consciousness relies 
on many other processes feeding into it. It may be that one of 
these other processes is also being distracted in the heavy load 
condition and that it is this which interferes with the tested task. 
The experimental paradigm places great weight on the assump-
tion that all unconscious systems are parallel with infinite capacity 
and also homogenous (unconscious loads which may have been 
more or less relevant to the task did not affect the task (48)).

 128. See (6) for examples and a discussion of neural re-use generally.
 129. e.g. (33)
 130. (151). It is notable that the areas in which people with high self-

control excel are in social achievements. We also note that there 
are individual differences in the levels of people’s self-control. 
Measurements made in childhood are predictive of self-control 
in adulthood (143).

 131. (124)
 132. (161)
 133. For a review see (21). Other effects include: (i) making choices 

uses the same mental muscles as self-control. Volunteers who 
choose between alternative shampoos, T-shirts and socks are less 
able to hold their hands in cold water for long periods of time 
(161). (ii) Occasionally, an exercise that exhausts our mental 
muscles can improve our score on a subsequent test. Participants 
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who depleted themselves on one task claimed to have done better 
than others on a second task, which they marked themselves and 
for which they were paid (116). Avoiding the temptation to cheat 
also seems to require willpower.

 134. (70)
 135. (127)
 136. Other self-control exercises, reviewed in (16), also develop our 

willpower. Improving your posture whenever you realise you’re 
slouching or closely monitoring your finances will improve your 
self-control generally as well as giving you a straight back and 
a better bank balance.

   But some exercises have very little impact. Improving your 
mood when you feel down takes self-control, but regularly doing 
so won’t increase your willpower. In fact, the research group that 
discovered most of what we know about willpower estimate that 
only about half of their attempted interventions are successful.

   This shouldn’t surprise us. Not all physical exercise routines 
are equally effective either. A swimmer can improve his times 
with a well-designed gym routine; but a swimming regime won’t 
greatly help you to lift weights. Holding a book above my head 
until my arms drop may test my stamina, but it’s not necessarily 
the most efficient way to improve it.

 137. (168)
 138. (71)
 139. (42). Another study (93) manipulated beliefs that willpower was 

a limited resource generally, and found similar results: those who 
believed that they would have sufficient resources used them. These 
studies show that our beliefs about our abilities influence our 
motivation to continue exerting willpower and the point at which 
we will give up and work out how to justify our failure. Some 
recent discussion of this is in (91). An alternative explanation, 
that these studies show that the belief that willpower is limited 
cause it to be limited, and there is no underlying resource being 
used up, is not consistent with experiments showing that sugary 
drinks (and not artificially sweetened placebos) restore it, e.g. (71, 
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72). However, on this we note that there is recent evidence that 
swilling a sugary juice around the mouth can improve self-control 
(and athletic effort) (118). This suggests that it may not be  
merely glucose levels in the blood that mediates self-control. It 
may be that the brain is prepared to use up more of its limited 
energy resources when it is assured that further supplies are on 
the way.

 140. (150)
 141. (25)
 142. Other animals certainly modify their behaviour to change the 

behaviour of other animals. However, it is not yet clear whether 
any of them have the social models that we rely on, and therefore 
consciousness.

   You might argue that you shave because you yourself prefer 
the way you look without so much hair. However, inasmuch as 
this is a conscious preference, it is really a preference aimed at 
changing the way other people perceive you.

 143. There is a certain circularity in this argument. When I say achieve 
more, I am implicitly talking about doing the things that improve 
our lot in the eyes of the world, i.e. socially. If the model that 
produces consciousness is aimed at doing this, then following its 
advice more often should have the desired effect. The trade-off 
that might have existed more often in the past between building 
social capital and eating or taking fewer risks with our life are 
probably rarer today.

 144. Many of the following examples in this section are described in 
greater detail in (69). The article describes many further links 
between glucose levels, and our metabolism of glucose, and 
self-control.

 145. (161)
 146. Reference in (69).
 147. (147)
 148. Reference in (69).
 149. (173)
150.  There are some truly great writers who realise that our 
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explanation of why we are doing what we are doing comes after 
we have done it.
I cannot fix on the hour, or the spot, or the look, or the 
words, which laid the foundation. It is too long ago. I was 
in the middle before I knew that I had begun.

Mr Darcy, when Elizabeth asked him to explain
why he had fallen in love with her.

Pride and Prejudice, Jane Austen

  In ‘I love the way you lie’, Eminem raps, ‘I can’t tell you what it 
really is, I can only tell you what it feels like,’ which may be a 
deep reflection on the separation between the unconscious that 
controls us and what we are consciously aware of and able to 
report. In his song he later discusses the separation between his 
(conscious) intentions and expectations and what really happens.
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